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Abstract- The most popular communications encoding 

algorithm, the iterative decodin requires an exponential 

increase in hardware project focuses on the Keywords- 

encoding, decoder trellis o technique.The turbo codes are 

designed with the help of Recursive Systematic 

Convolutional and are separated by inter leaver, which 

(component used to rearrange the bit sequence) plays a 

vital role in the encoding process. This the design paper 

provides of a Turbo E 

Keywords- Turbo E, decoding, Recursive Systematic 

I. INTRODUCTION 

Error could be a condition once the output information 

doesn’t match with the input information. Throughout 

transmission, digital signals suffer from noise which 

will introduce errors within the binary bits movement 

from one system to another. That means a 0 bit might 

change to 1 or a 1 bit might change to 0. a codes which  
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are additional data added to a given digital message to 

help us detect if an error occurred throughout 

transmission of the m A are able to pass some data tsy 

way to detect errors along with a sophisticated 

mechanism to work out the corrupt bit location. 

tozero) to urge the original message. To detect and 

correct the errors, extra bits are super imposed to the 

data bits at the time of transmission. The extra bits are 

referred to as parity bits . They permit detection or 

correction of the errors. The data bits in conjunction 

with the parity bits form a code word. Parity checking 

is employed detection. It is the best technique for 

detecting and c for parity and the remaining 7 bits are 

employed as data or message bits. The parity of 8-bits 

transmitted word is either even parity or odd parity. 

Even parity suggests that the amount of 1's within the 

given word as well as the parity bit should be even (2, 

4, 6 ...). Odd parity means the number of 1's in the 

given word including the parity bit should be odd (1, 

3, 5 ...). The parity bit is set to zero and one depending 

on the type of the parity needed [10]. For even parity, 

this bit is set to one or zero such that the no. of "1 bits" 

in the entire word is even. For odd parity, this bit is set 

to one or zero such that the no. of "1 bits" in the entire 

word is odd. 

https://www.openaccess.nl/en/open-publications
mailto:kishorereddy416@gmail.com


                   International Journal of Engineering Innovations in Advanced Technology 
                                                                                 ISSN: 2582-1431 (Online), Volume-4 Issue-4, December 2022 

 

 

28 

 

II. TURBOS CODES 

The theory of error correcting codes has presented 

a large number of code constructions with 

corresponding decoding algorithms. However, for 

applications where very strong error correcting 

capabilities are required these constructions all result 

in far too complex decoder solutions. The way to 

combat this is to use concatenated coding, where two 

(or more) constituent codes are used after each other 

or in parallel - usually with some kind of interleaving. 

The constituent codes are decoded with their 

respective decoders, but the final decoded result is 

usually sub-optimal. This means that better results 

might be achieved with a more complicated decoding 

algorithm - like the brute-force trying of all possible 

codewords. However, concatenated coding offers a 

nice trade of between error correcting capabilities and 

decoder complexity. Concatenated coding is 

illustrated in Figure 1. Here we see the information 

frame illustrated as a square - assuming block 

interleaving - and we see the parity from the vertical 

encoding and the parity from the horizontal encoding. 

For serial concatenation the parity bits from one of the 

constituent codes are encoded with the second code 

and we have parity of parity. If the codes are working 

in parallel, we do not have this additional parity. The 

idea of concatenated coding fits well with Shannon’s 

channel coding theorem, stating that as long as we stay 

on the right side of the channel capacity we can correct 

everything - if the code is long enough. This also 

means that if the code is very long, it does not have to 

be optimal. The length in itself gives good error 

correcting capabilities, and concatenated coding is just 

a way of constructing - and especially decoding - very 

long codes 

 

Figure 1 Concatenated coding 

A generic Turbo encoder (Barbulescu et al 

1999) has been shown in BELOW Figure. The input 

sequence of the information bits is organized in blocks 

of length N. The first block of data will be encoded by 

the Recursive Systematic Convolutional codes RSC 

ENCODER1 block, which is recursive systematic 

encoder. The same block of information bits is 

interleaved by the interleaver, and encoded by RSC 

ENCODER2, which is also systematic recursive 

encoder. The code word is framed by concatenating 

out put code words Xk, Y1k, and Y2k  

Due to similarities with product codes 

(OrhanGazi and Ali Ozgur Yilmaz 2006), it can be 

called the RSC ENCODER1 block as the encoder in 

the horizontal dimension and the RSC ENCODER2 

block as the encoder in the vertical dimension. The 

interleaver block, rearranges the order of the 

information bits of input to the second encoder. The 

main purpose of the Interleaver (Sadjadpour et al 

2000) is to increase the minimum distance of the Turbo 

code such that after correction in one dimension the 

remaining errors should become correctable error 

patterns in the second dimension. Ignoring for the 

moment the delay for each block, we assume both 

encoders output data simultaneously. This is rate 1/3 

Turbo code, the output of the Turbo encoder being the 

triplet (Xk, Y1k, and Y2k). This triplet is then 
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modulated for transmission across the communication 

channel, which is Additive White Gaussian Noise 

channel. Since the code is systematic, Xk is the input 

data at time k. Y1k, and Y2k are the two parity bits at 

time k. The two encoders do not have to be identical.  

The basic idea of turbo codes is to use two 

convolutional codes in parallel with some kind of 

interleaving in between. Convolutional codes can be 

used to encode a continuous stream of data, but in this 

case we assume that data is configured in finite blocks 

- corresponding to the interleaver size. The frames can 

be terminated - i.e. the encoders are forced to a known 

state after the information block. The termination tail 

is then appended to the encoded information and used 

in the decoder. The system is illustrated in below 

Figure . 

 

Figure 2 turbo encoder 

We can regard the turbo code as a large block code. 

The performance depends on the weight distribution - 

not only the minimum distance but the number of 

words with low weight. Therefore, we want input 

patterns giving low weight words from the first 

encoder to be interleaved to patterns giving words with 

high weight for the second encoder. Convolutional 

codes have usually been encoded in their feed-forward 

form, like (G1,G2)=(1+D ,1+D+D ). However, for 

these codes a single 1, i.e. the sequence 2 2 

...0001000..., will give a codeword which is exactly 

the generator vectors and the weight of this codeword 

will in general be very low. It is clear that a single 1 

will propagate through any interleaver as a single 1, so 

the conclusion is that if we use the codes in the feed-

forward form in the turbo scheme the resulting code 

will have a large number of codewords with very low 

weight. The trick is to use the codes in their recursive 

systematic form where we divide with one of the 

generator vectors. Our example gives 

(1,G2/G1)=(1,(1+D+D /(1+D )). This operation 2) 2 

does not change the set of encoded sequences, but the 

mapping of input sequences to out-put sequences is 

different. We say that the code is the same, meaning 

that the distance properties are unchanged, but the 

encoding is different. In Figure 3 we have shown an 

encoder on the recursive systematic form. The output 

sequence we got from the feed-forward encoder with a 

single 1 is now obtained with the input 1+D =G1. 

More important is the fact that a single 1 gives a 

codeword of semi-infinite 2 weight, so with the 

recursive systematic encoders we may have a chance 

to find an interleaver where information patterns 

giving low weight words from the first encoder are 

interleaved to patterns giving words with high weight 

from the second encoder. The most critical input 

patterns are now patterns of weight 2.  

 

Figure 3 Recursive systematic encoder 

For the example code the information 

sequence ...01010... will give an output of weight 5. 

Notice that the fact that the codes are systematic is just 

a coincidence, although it turns out to be very 
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convenient for several reasons. One of these is that the 

bit error rate (BER) after decoding of a systematic 

code can not exceed the BER on the channel. Imagine 

that the received parity symbols were completely 

random, then the decoder would of course stick to the 

received version of the information. If the parity 

symbols at least make some sense we would gain 

information on the average and the BER after 

decoding will be below the BER on the channel. One 

thing is important concerning the systematic property, 

though. If we transmit the systematic part from both 

encoders, this would just be a repetition, and we know 

that we can construct better codes than repetition 

codes. The information part should only be transmitted 

from one of the constituent codes, so if we use 

constituent codes with rate 1/2 the final rate of the 

turbo code becomes 1/3. If more redundancy is 

needed, we must select constituent codes with lower 

rates. Likewise we can use puncturing after the 

constituent encoders to increase the rate of the turbo 

codes. Now comes the question of the interleaving. A 

first choice would be a simple block interleaver, i.e. to 

write by row and read by column. However, two input 

words of low 6 . . . . . . . . . . . . . . 0 0 0 0 0 . . . . . . 0 1 

0 1 0 . . . . . . 0 0 0 0 0 . . . . . . 0 1 0 1 0 . . . . . . 0 0 0 0 

0 . . . . . . . . . . . . . . Figure 4 Critical pattern in block 

interleaver weight would give some very unfortunate 

patterns in this interleaver. The pattern is shown in 

Figure 4 for our example code. We see that this is 

exactly two times the critical twoinput word for the 

horizontal encoder and two times the critical two-input 

pattern for the vertical encoder as well. The result is a 

code word of low weight (16 for the example code) - 

not the lowest possible, but since the pattern appears 

at every position in the interleaver we would have a 

large number of these words. 

Turbo Encoder is a parallel concatenation of 

Two Recursive Systematic Convolutional (RSC) 

Encoders and is separated by interleaver. RSC 

Encoders generates twodifferent codes one is 

systematic output and the second one is parity bits. But 

each RSC encoders takes different bit stream as an 

input. The first one will take original data as input and 

second will take interleaved data as input. Interleaving 

is a process in which bits are rearranged by using the 

desired algorithm. The Turbo Encoder gives output of 

28 bits which is a combination of input data and an 

output of two RSC encoders which is thrice the length 

of the input bits as it shown in below Fig 

 

Figure 4 Turbo Encoder Block Diagram 

 

 

III. INTERLEAVER 

The interleaver design (Khandani 1998) is a key 

factor, which determines the good performance of a 

Turbo code. Shannon (1948, 1949) showed that large 
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block-length random codes achieve channel capacity. 

The 23 pseudo-random interleaver makes the code 

appear random. In this work the pseudo Random 

Interleaver has been used. Block interleaver  or Matrix 

interleaver is a most popular interleaver used in digital 

data transmission that is illustrated in Fig 6. When 

compared with the other interleavers, it is very simple 

and easy to design and implement. A block interleaver 

writes data in a matrix row wise from left to right and 

top to bottom. After all the information bits are writing 

into a matrix, it reads the data in column wise from top 

to bottom and left to right. The output of the interleaver 

is applied to the RSC 2. 

 

 

 

A. Modified Interleaver Dsign: 

 

 

 

 

 

 

 

 

 

 

 

 

 

B. Basic Vlsi Design 

 

Complementary MOSFET (CMOS) technology is 

widely used today to form circuits in numerous and 

varied applications. Today’s computers, CPUs and cell 

phones make use of CMOS due to several key 

advantages. CMOS offers low power dissipation, 

relatively high speed, high noise margins in both 

states, and will operate over a wide range of source and 

input voltages (provided the source voltage is fixed) 

For the processes we will discuss, the type of 

transistor available is the Metal-Oxide-Semiconductor 

Field Effect Transistor (MOSFET). These transistors 

are formed as a ‘sandwich’consisting of a 

semiconductor layer, usually a slice, or wafer, from a 

single crystal of silicon; a layer of silicon dioxide (the 

oxide) and a layer of metal. 
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C. Structure of a MOSFET 

 

As shown in the figure, MOS structure contains three 

layers − 

• The Metal Gate Electrode 

• The Insulating Oxide Layer (SiO2) 

• P – type Semiconductor (Substrate) 

MOS structure forms a capacitor, with gate and 

substrate are as two plates and oxide layer as the 

dielectric material. The thickness of dielectric material 

(SiO2) is usually between 10 nm and 50 nm. Carrier 

concentration and distribution within the substrate can 

be manipulated by external voltage applied to gate and 

substrate terminal. Now, to understand the structure of 

MOS, first consider the basic electric properties of P – 

Type semiconductor substrate. 

 

 

 

IV. SIMULATION RESULT 

 

 

A. RTL 

 

 

https://www.openaccess.nl/en/open-publications


                   International Journal of Engineering Innovations in Advanced Technology 
                                                                                 ISSN: 2582-1431 (Online), Volume-4 Issue-4, December 2022 

 

 

33 

 

 

 

 

Figure 5 Modified interleaver block 

 

V. CONCLUSION 

The Turbo Encoder is designed using Verilog-

HDL and simulated using Xilinx ISE 14.7, by 

considering 8-bit input stream and 16-bit input stream. 

It is observed through the simulation results that the 

Turbo Encoder with 8-bit input is more efficient when 

compare with existing methodologies.   These 

parameters can have negative effects when very low 

BERs are simulated. Another cause for the limitation 

in BER performance is a poor interleaver design. Due 

to highly correlated sequences, the BER decreases to a 

certain level from the decoding process. SO, 

interleaver is designed in efficient manner. 
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